
On the Wire

The Transition to IPv6, Part I
4over6 for the China Education 
and Research Network

T o promote the transition from IPv4 and to
propel IPv6 development, some countries are
establishing large-scale pure IPv6 backbone

networks. Yet, the large number of IPv4-based
Internet applications and services presents the
important challenge of how to let IPv4 networks
communicate over IPv6 backbones.

To address this problem, we propose an IPv4
network-interconnection mechanism for use in
IPv6 networks. Our 4over6 solution defines a
Border-Gateway Protocol (BGP)-based control
plane to advertise 4over6 tunnels and IPv4 net-
work prefixes. The data plane uses standard IP
encapsulation and decapsulation performed at
IPv4–IPv6 dual-stack routers. We realize IPv4 net-
work interconnection by use of routing transport
on the control plane and packet transport on the
data plane. Because it avoids explicit tunnels and
manual configuration, the 4over6 mechanism is
lightweight, adaptive to dynamic routes, and
transparent for network end systems. Highly scal-
able and easy to deploy, it’s designed for inter-
connecting large-scale networks.

We’ve deployed a prototype implementation of
the 4over6 mechanism on a native IPv6 backbone
in China, based on current packet-encapsulation
technology and an extension of BGP. In addition

to ongoing work in China, 4over6 is currently
under consideration at the IETF.

IPv4 and IPv6 Coexistence
Supporting 20 million end users at 1,500 univer-
sities and institutions, the China Education and
Research Network (CERNet) is the world’s largest
academic network (see Figure 1). In 2004, CERNet’s
operators won the bid to build its successor,
dubbed CERNet2, and the China Next-Generation
Internet (CNGI) exchange point (CNGI-6IX), locat-
ed in Beijing. CERNet2 is the world’s largest native
IPv6 backbone network (see Figure 2, p. 82).

CERNet and CERNet2 have deployed both
IPv4 and IPv6 networks and will continue to do
so, which introduces a common and growing
requirement for coexistence between the two IP
address families. Different IPv4-to-IPv6 transi-
tion techniques come into play for communica-
tions between IPv6 networks over an IPv4
backbone, between IPv4 networks over an IPv6
backbone, and between IPv4 and IPv6 networks,
hosts, and applications.

IPv6 packets can be transported across an IPv4
backbone using tunnels configured manually via
IPv6-in-IPv4 or Generic Routing Encapsulation
(GRE).1,2 Automatic tunnel establishment, on the
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other hand, employs special IPv4-mapped IPv6
addresses as destinations, whereas 6to4 tunnels
use the current IPv4 routing infrastructure and
special IPv6 addresses to dynamically route
encapsulated IPv6 packets to the nearest entry
point into the IPv6 Internet.3 Isolated IPv6 hosts
can become interconnected functional IPv6 hosts
through IPv4 multicast implementations.4 Net-
work operators can also use techniques such as
Multiprotocol Label Switching (MPLS) to tunnel
IPv6 or IPv4 packets, or they can outfit a host
with a dual stack, so that it communicates with
IPv6 hosts using IPv6 and with IPv4 hosts using
IPv4. As is the case with CERNet2, however,
deploying a native IPv6 backbone with attached
IPv4 access networks requires an IPv4-over-IPv6
solution, so that IPv4 networks can communicate
with each other across the backbone.

Most tunneling protocols focus on IPv6-over-

IPv4 rather than IPv4-over-IPv6 scenarios. Although
some encapsulation methods enable generic IPv4
packet tunneling in IPv6,5 each such tunnel requires
manual configuration — a burden that could hinder
the build-out and deployment of native IPv6 net-
works supporting IPv4 connectivity. Given that the
Internet and its application base are currently IPv4,
operators could well resist transitioning their back-
bone networks to IPv6 without a scalable, automatic
IPv4-over-IPv6 tunneling solution.

4over6 Transit Solution
Figure 3 (p. 83) illustrates the components of the
4over6 Transit solution. Developed by researchers
at Tsinghua University at Beijing, it provides an
automatic tunneling mechanism for scalable IPv4
packet transmission over an IPv6 backbone.6

Provider (P) routers running the IPv6 protocol
stack comprise the native IPv6 backbone, with
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Figure 1. The China Education and Research Network. CERNet’s topology includes roughly 40 points-of-presence that
form a backbone with bandwidths ranging from 10 Gbits down to 2.5 Gbits at the regional level, supporting many national
network applications, including distance learning, digital libraries, and grid computing.
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provider edge (PE) routers running dual stacks at
the edge. IPv4-only access networks then connect
to one or more PE routers via IPv4 customer edge
(CE) routers. The PE routers communicate through
IPv4 with the attached CE routers and IPv6 with
the P routers. In addition, the PE routers commu-
nicate with each other to establish dynamic IPv4-
over-IPv6 inter-PE tunnels and to advertise
which IPv4 networks are reachable through a par-
ticular tunnel. With these tunnels in place, a
source IPv4 host in one access network can send
IPv4 packets, encapsulated in IPv6 tunnel head-
ers, across the IPv6 backbone to a target IPv4
host in another access network. This is the func-
tionality we call 4over6.

A key differentiator of the 4over6 solution is
the fact that a PE router automatically builds the
inter-PE tunnels bearing IPv6-encapsulated IPv4
packets. In the process, a PE also distributes the
IPv4 network prefixes that are reachable through
that IPv6 tunnel (from the local PE’s perspective).
In other words, remote PEs can use control-plane
functions to tell local PE routers about IPv6 tun-
nels they can use to reach a set of IPv4 network
prefixes downstream from the remote PE.

The control-plane function operating between
the PE routers is based on the Multiprotocol Bor-
der Gateway Protocol. MP-BGP is a natural choice
because it runs on PE routers and is easily exten-
sible to transport new routing information between
those routers in a reliable, scalable manner.7

Figure 4 illustrates the format of the MP-BGP
attribute containing the 4over6 routing informa-
tion.8 PE routers supporting 4over6 first exchange
BGP-capability messages in which

• the address family identifier (AFI) = 1,
indicating that the field contains an IPv4 prefix;

• the subsequent AFI (SAFI) = 67, indicating
that the field carries 4over6 information;

• the next_hop field includes the IPv6 address of
a virtual interface on the advertising PE; and

• the network length reachability infor-
mation (NLRI) field includes an IPv4 network
prefix that’s reachable through the IPv6 tunnel
that terminates on the advertising PE router.

Remote PE routers (such as PE2 in Figure 3) adver-
tise subsequent BGP update messages to the local
PE routers (PE1 in Figure 3, for instance). The local
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Figure 2. CERNet2. With interconnections to GÉANT, Internet2, and the Asia-Pacific Advanced Network
(APAN) via the China Next-Generation Internet exchange point (CNGI-6IX), CERNet2 is the world’s
largest native IPv6 backbone network. It employs the 4over6 mechanism to support the coexistence of
IPv4 and IPv6.
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PE routers then store this information and use it
to forward IPv4 packets to the correct tunnel lead-
ing to the remote PE router.

4over6 Forwarding
In our 4over6 transition solution, IPv4 packets need
to travel over an IPv6 backbone from the original
IPv4 access network to the destination IPv4 access
network. This process, which we call 4over6 for-
warding, essentially comprises three parts:

• encapsulation of the incoming IPv4 packet
with an IPv6 header;

• transmission of the encapsulated packet over
the IPv6 transit backbone; and

• decapsulation of the IPv6 header and trans-
mission of the original IPv4 packet.

Given that the IPv6 transit backbone is unaware
of the IPv4 payload, transmitting the encapsu-
lated packet across the backbone is business as
usual. The 4over6 encapsulation and decapsula-
tion processes occur exclusively on the PE
routers.

Each 4over6 PE router maintains an encapsu-
lation table with one or more entries composed of

the destination IPv4 network address and the cor-
responding advertising remote PE router’s IPv6
4over6 virtual interface (VIF) address.

When an IPv4 packet arrives at the ingress
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Figure 3. 4over6 Transit. This proposed solution defines a BGP-based control plane to advertise 4over6
tunnels and IPv4 network prefixes. The data plane uses standard IP tunnel encapsulation and
decapsulation performed at the provider edge (PE) routers while custom edge (CE) routers remain
unchanged from ordinary IPv4 routers.
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Figure 4. Multiprotocol Border-Gateway Protocol
attribute format. Provider edge routers act as
4over6 functional entities to distribute 4over6
routing information to each other via the MP-BGP
attribute field.
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4over6 PE router, a lookup of the destination
address yields a pointer to an entry in the encap-
sulation table. From there, the 4over6 PE router
constructs a new IPv6 header in which to encap-
sulate the IPv4 packet. The source address in this
header is the IPv6 address of the VIF on the
ingress 4over6 PE router, whereas the destination
address is the IPv6 address of the VIF on the
egress 4over6 PE router. The ingress 4over6 PE
router then forwards the packet across the native
IPv6 backbone network based only on the desti-
nation address contained in the IPv6 header.
When the egress 4over6 PE router receives the
packet, it removes the IPv6 header and forwards
the original IPv4 packet to the downstream CE
router and on to the target IPv4 host.

4over6 Prototype
We developed a Linux-based prototype of our
solution at the Tsinghua University Lab in Beijing,
and deployed it on CERNet2. As Figure 5 illus-
trates, our 4over6 implementation on the routers
has four functional modules:

• 4over6 operations and management (OAM);
• MP-BGP extension;
• 4over6 routing table (RT) control; and
• 4over6 VIF.

The 4over6 OAM module located in the OAM sys-
tem area processes configuration commands that
define the PE routers’ tunnel attributes (IP ver-
sion number, interface address, tunnel identifier,
tunnel type, and so on), the 4over6 address pre-

fix, the startup of 4over6 function and route-
redistribution commands.

The MP-BGP extension module supports the
distribution of the 4over6 attribute, which in turn
populates the PE encapsulation table containing
the destination IPv4 prefix and IPv6 header
address entries. It will also listen to and respond to
signals generated by the 4over6 RT control mod-
ule when the PE encapsulation’s contents change.

The 4over6 RT control module receives the
routing information from both the MP-BGP and
routing management (RTM) system to construct
and maintain the encapsulation table. This mod-
ule also notifies the MP-BGP extension module to
generate update messages when items change and
updates the items received by the MP-BGP mod-
ule for storage in the PE encapsulation table.

The ingress and egress 4over6 PE routers use
the VIF to point to the appropriate PE encapsula-
tion tables, which in turn yield the appropriate
IPv6 header or IPv4 next-hop address. Because a
router will set a corresponding entry in the for-
warding table for each interface, including the
VIF, the original IP-forwarding subsystem remains
unchanged from a general dual-stack router,
which looks up forwarding tables for received
packets and forwards them to 4over6 VIFs as the
output interfaces. The VIF module then encapsu-
lates or decapsulates the packet according to the
encapsulation table maintained by the 4over6 RT
control module.

IETF Softwires
Recognizing the need to build and extend the

84 MAY • JUNE 2006 www.computer.org/internet/ IEEE INTERNET COMPUTING

On the Wire

Figure 5. 4over6 modules in the prototype solution developed at the Tsinghua University Lab. In addition to the original IP
forwarding subsystem, the prototype includes four 4over6 modules: operations and management (OAM), Multiprotocol
Border-Gateway Protocol (MP-BGP) extension, routing table (RT) control, and virtual interface (VIF), which are located in
the OAM, BGP, and network interface control subsystems, respectively.
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existing set of IPv6 transition mechanisms, the
IETF established the Softwires working group
(www.ietf.org/html.charters/softwire-charter.html).
Simply put, a softwire is a tunnel that supports
IPv6-over-IPv4 or IPv4-over-IPv6 connectivity.
The working group is chartered to define “dis-
covery, control, and encapsulation methods for
connecting IPv4 networks across IPv6 networks
and IPv6 networks across IPv4 networks in a
way that will encourage multiple, interoperable
implementations.”

To date, the Softwires working group has met
at the past two IETF meetings and completed a
problem statement, which presents the general soft-
wire problems in which island networks of a par-
ticular address family (IPv4, for example) need to
communicate with one another across a backbone
of the other address family. Two typical scenarios
address this problem: hubs and spokes, as charac-
terized by one connection and an associated static
default route, and mesh, which is characterized by
multiple connections and routing prefixes.9

We presented our 4over6 solution to the Soft-
wires working group as an Internet draft and are
now working with industry colleagues to develop
a more general softwire mesh solution that will
employ MP-BGP as a means to advertise softwire
tunnel encapsulation types, header information,
and reachability to different IP network prefixes
through a particular softwire tunnel.

In the next installment in this series, we’ll
describe the softwire mesh solution framework

in greater detail. The working group envisages that
this effort will form the basis for large-scale back-
bone deployments of native IPv6 and IPv6-
tunnelled traffic, easing the transition to IPv6 in
the long run.
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